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Prelaunch Calibration of the Advanced

Microwave Sounding Unit-A for NOAA-K
Tsan Mo

Abstract—The thermal-vacuum chamber calibration data from

the advanced microwave sounding unit-A (AMSU-A) for NOAA-

K, which will be launched in 1997, were analyzed to evaluate the
instrument performance, including calibration accuracy, nonlin-
earity, and temperature sensitivity, Particularly, the nonlinearity
parameters which will be used for correcting the nonlinear
contributions from an imperfect square-law detector were deter-

mined from this data analysis. It was found that the calibration

accuracies (differences between the measured scene radiances

and those calculated from a tinear two-point calibration formula)

are polarization-dependent. Channels with vertical polarizations

show little cold biases at the lowest scene target temperature 84
K, while those with horizontal polarizations all have appreciable

cold biases, which can be up to 0.6 K. It is unknown where these
polarization-dependent cold biases originate, but the instrument’s
manufacturer suggests that the source of the observed biases is
probably due to some low-level coherent radiation leakage from

the instrument itself. The existence and magnitude of nonlinear-
ities in each channel were established and a quadratic formula

for modeting these nontinear contributions was developed. The

model was characterized by a single parameter u, values of

which were obtained for each channel via least-squares fit to
the data. Using the best-fit u values, we performed a series of

simulations of the quadratic corrections which would be expected
from the space data after the launch of AMSU-A on NOAA-K. In

these simulations, the cosmic background temperature of 2.73 K
(instead of 84 K that was used in the thermal-vacuum chamber
test) was adopted as one of the two reference points of calibration.
The largest simulated nontinear correction is about 0.3 K, which
occurs at channel 15 when the instrument temperature is at 38° C.

Others are less than 0.2 K in the remaining channels,

I. INTRODUCTION

A MSU-A, which is a new generation of total-power mi-

crowave radiometers, consists of 15 channels in two

separate units: AMSU-A2 with two channels at 23,8 and 31.4

GHz; and AMSU-A1 with 12 channels in the range of 50.3

to 57.290344 GHz plus one channel at 89.0 GHz. Totally,

AMSU-A1 furnishes 13 channels (channels 3 through 15)

using two antenna systems, Al- 1 and Al-2. The 12 oxygen-

band channels (channels 3–14) will provide the microwave

temperature sounding for regions from the Earth’s near-surface

to about 42 kilometer (km), or from 1000 to 2 millibars

(rob). Channels 3 and 4 can also provide surface emissivity

information. The remaining three channels (channels 1, 2,

and 15) will aid the temperature sounding by correcting

for the surface emissivity, atmospheric liquid water, and
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total precipitable water. These window channels also provide

information on precipitation, sea ice, and snow coverage. Each

of the AMSU-A antenna systems is required to have a nominal

field-of-view (FOV) 3.3° at the half-power points and to cover

a crosstrack scan of +48° 20’ (to beam centers) from the nadir

direction with 30 Earth FOV’s per scan line. Beam positions 1

and 30 are the extreme scan positions of the Earth views, while

beam positions 15 and 16 are near the nadir direction. Onboard

blackbody and cold space calibrations will be performed once

every eight seconds for each scan line.

Three AMSU-A flight models, i.e., protoflight model (PFM),

flight model 1 (FM1) and flight model 2 (FM2) have been built

by GenCorp/Aerojet Electronic Systems Division, the main

AMSU-A contractor, who is building two additional flight

models, These AMSU-A instruments will be flown aboard

the NOAA-K, L, M, N, and N spacecraft, which constitute

a new generation of polar-orbiting operational environmental

satellites (POES). The first AMSU-A instrument is scheduled

for launch in 1997 on NOAA-K, which will be renamed

as NOAA-15 after launch. This follows the tradition that a

NOAA spacecraft is named by an alphabetical letter before

launch after which, a numerical series number replaces its

letter nomenclature. The AMSU-A on NOAA-K consists of

AMSU-A2 PFM and AMSU-A1 FMl, both of which passed

the specification tests first.

Each of the flight models were tested and calibrated in a

thermal-vacuum (TN) chamber by its manufacturer. NOAA

scientists analyze and evaluate these test data to determine

the instrument’s radiometric characteristics which will aid

the development of the operational calibration algorithm for

processing the in-orbit AMSU-A data. Particularly, the non-

linearity parameters which will be used in the AMSU-A

calibration algorithm for correcting the nonlinear contributions

from an imperfect square-law detector must be extracted from

the prelaunch calibration data.

This study was undertaken to analyze and evaluate the TN

chamber test data from the first set of AMSU-A instruments

to be launched aboard NOAA-K. We also developed an

analytic formula that can simulate quantitatively the magnitude

of the nonlinearity contributions to the retrieved brightness

temperatures between 2.73 and 300 K from the postlaunch

data. The results presented in this study explain how the new

AMSU-A data will be processed.

In the following sections, we present the results of our data

analysis. Specification topics evaluated in this analysis include

calibration accuracy, nonlinearity, and radiometric temperature
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TABLE I
NUMBER OF PRT’S IN EACH CALIBRATION TARGET AND CHANNELS

PROVIDED BY INDIVIDUAL ANTENNA SYSTEMS THE LAST Row GIVES THE

NUMBER OF SCANS COLLECTED IN THE CALIBRATION FOR EACH SYSTEM

I AMSU Antenna Systems I
Items Remarks

A2 Al-2 Al-1

PRTs in 7 5 5
Warm Target

IF’RTs in I 11

I

7

I

7
Cold Tsrget I I
PRTs in 11 I 7

I

7
Scene Target I I
Channels

I 1&2 I 3,4,5&8 6,7, & 9-15

PLLo#2 Ch. 9-14 [ Backup PLLO

I N(ScanNO.) I 120 I 400 to 900 [ 400to 900 / SeeNote 1 I

Note 1. ForAl-1 & Al-2: N=400,400,550,725,725, and900 when
thesceuetargettemperatureT.=84,130,180,230,280,snd330K,respectively.

sensitivity (or NEAT, the noise-equivalent temperature). Sec-

tion I gives an introduction and Section II presents a brief

description of the TN chamber test data. The calibration al-

gorithm is described in Section III and results are presented in

Section IV. Conclusion and discussion are given in Section V.

II. DESCRIPTION OF DATA

The description of the AMSU-A hardware configuration

has been given elsewhere [1], [2] and a brief functional

description of the AMSU-A system is given in Appendix A.

In this study, we mainly present the calibration process and

algorithm for converting radiometric counts into brightness

radiances (or temperatures). All data used in this report were

taken by Aerojet in its TN test chamber using the full

scan mode. In this mode, AMSU-A scans through 30 scene-

view (or beam) positions, the cold “space target,” and the

warm internal blackbody target once every eight seconds.

It takes one look (or sample) at each scene position and

two looks at the cold and warm targets, respectively. In the

TN chamber, the space target was simulated by a blackbody

target maintained at 84 K, which is higher than the cosmic

background temperature of 2.73 K that will be employed

in real space data. Therefore, the nonlinearity corrections in

space can only be simulated, using the parameters extracted

from the test data. The temperature of the internal blackbody

target varies passively with the instrument temperature that is

defined as the temperature measured by the RF Shelf sensor

in each antenna system. The scene calibration target was

fixed at beam position 6 (31040’ from nadir). Each antenna

system looks at its own individual cold, warm, and scene

targets, temperatures of which are measured by Platinum

,Resistance Thermometers (PRT’ s). The numbers of PRT’s

used to measure the physical temperatures of the scene, cold,

and warm calibration targets in each antenna system are

given in Table I, which also lists the channels provided by

each AMSU-A antenna system. Channels 9–14 have both

primary and secondary phase locked loop oscillators (called

TABLE II
UNCERTAINTIESIN BRIGHTNESSTEMPERATUREAND MEASUREMENT ERRORS

PLLO#l and PLLO#2, respectively) built-in. The PLLO#2

will be used for backup if the PLLO#l fails. Invar high-

Q cavity stabilized local oscillators [2] are used in other

channels.

The physical temperatures of scene and cold targets mea-

sured by individual PRT’s were provided in Kelvin (K) on

Aerojet’s data tape. However, the signals from the PRT’s

monitoring the warm internal blackbody targets are given in

counts, which must be converted to PRT temperatures. The

normal approach of deriving the PRT temperatures from counts

is a two-step process: (1) the resistance of each PRT in ohms

is computed by a count-to-resistance look-up table provided

by the manufacturer, and (2) the individual PRT temperature

in degrees Celsius is obtained from an analytic PRT equation

[3]. However, the two steps can be compressed to a single

step with negligible errors. Appendix B gives a description of

the process. This single step process, which will be used in

operation, computes the PRT temperatures directly from the

PRT counts, using a cubic polynomial

(1)

where Tk and ck represent the temperature and count of the

PRT k. The polynomial coefficients, fkj, are obtained from

least-square fit for each PRT at NOAA. Equation (1) also

applies to 47 other housekeeping temperature sensors, such

as the mixers, the IF amplifiers and the local oscillators. All

these polynomial coefficients will be stored in the Header of

AMSU-A Level lb data and its format [4] can be downloaded

via the Internet.

The mean internal blackbody temperature, TW, is calculated

from the individual PRT temperatures

m

x WkTk

Tw = ‘=~ + ATW (2)

E ‘k
k=l

where m represents the number of PRT’s for each antenna

system (as listed in Table I) and wk is a weight assigned to

each PRT. The quantity ATW, which corrects any warm target

bias, has been described in [5]. The ATW values were obtained

by setting the temperature of scene target equal to that of the

internal blackbody target. Using the temperatures of the scene

and cold targets as the two reference points, one can compute

the radiometric temperature T!,ad of the internal blackbody

target from the two-point calibration formula (as defined in

Section III). The ATW is defined as the difference of Twrad and
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TABLE III

CHANNEL CHARACTERISTICSAND SPECIFICATIONSOF AMSU-A2 PFM AND AMSU-A1 FMl FOR NOAA-K

Channel Channel Frequency (MHz)
i

No. of
Number Specification Measured’ Bands

I I

1 23800 23800.37

i

1
2 31400 31400.42 1
3 50300 50299.91 1
4 52800 52799.39 1
5 53596 + 115 53595.41 * 115 2
8 54400 54399.53 1
7 54940 54940.64 1
6 55500 55498.70 1

9 fo = 57290.344 fo = 57290.33 1
10 fo*217 fo*217 2
11 fo * 322.2 *48 fo * 322.2 k 46 4
12 fo * 322.2 k 22 fo * 322.2 k 22 4
13 fo Y 322.2 h 10 fo*322.2*lo 4
14 fo k 322.2 k 4.5 fo k 322.2 k 4.5 4

15 89000 88997.00 1

Measured 3dB Bandwidth
(MHz)

251.02
161.20
161.14
380.52

166.20 I 168.20
360.54
360.56
310.34

310.42
76.58 I 76.58

34.28135.11 I 35.11 f 34.28
15.08 / 15.29 I 15.29/ 15.08

7.92 / 7.93 I 7.93/ 7.92
2.9412.92 I 2.92 t 2.94

1998.98

NE4

.ms&

0.30
0.30
0.40
0.25
0.25
0.25
0.25
0.25

0.25
0.40
0.40
0.60
0.60
1.20

~

~
m

0.211
0.265
0.219
0.143
0.148
0.154
0.132
0.141

0.236
0.250
0.260
0.400
0.539
0.914

0.166

Beam #

X!@!!QY

95~o
97%
95~o
95~o
95%
95%
95%
96%

96%

96%

‘polarization FOW’
( NADIR) (deg.)

v 3.52
v 3.40
v 3.75
v 3.72
H 3.69
H 3.68
v 3.61
H 3.62

H 3.51
H “
H “
H “
H “
H ‘q

v 3.60

Remarks

\2/PFM
“

(1/FMl
.
.
“
“
.

.

.

.

.

.
,,

,,

* At temperature 18 degree C. ● * Specification is required to have 3.3 degrees A 10% for all channels. # Measured.

TABLE IV

VALUES OF THE NONLINEARITY PARAMETER u OBTAINED FROM LEAST-SQUARES Fm TO DATA
AT THREE INTRUMENT TEMPERATURES.THE u HAS A DIMENSION OF (mz -sr-cm– 1 ) lmW

AMSU-A2 Channels: AMSU-A1-2 Channels:
Instrument Instrument

Temperature CH. 1 Cti. 2 Temperature CH. 3 CH. 4 CH. 5 CH. 8
(c) (c)

29.7 1.109810 -0.050246 38.76 0.048428 0.269246 -0.013142 -0.009436

11.5 1.128360 0.309354 18.03 0.060626 0.439102 -0.003414 0.001171

-6.6 0.980173 -0.072332 -2.59 0.055511 0.444932 -0.027906 -0.000369

AMSU-AI-1 Channels: (PLLO #l)
I Instrument I 1

E
Temperature CH. 6 CH. 7 CH. 9 CH. 10 CH. 11 CH. 12 CH. 13 CH. 14 CH. 15

c

38.09 0.232594 0.112400 -0.022126 -0.029466 0.220561 0.139549 0.044524 0.021492 0.168672
18.03 0.087373 -0.015400 -0.047236 -0.169687 0.020415 -0.025616 -0.284460 -0.022299 0.103593
-2.61 -0.010790 -0.000626 -0.146429 -0.239106 0.075740 -0.082410 -0.353876 -0.371479 0.092549

E)

AMSU-A1-1 Channels: PL.LO #2
Instrument

Temperature CH. 9 c}{. 10 CH. 11 CH. 12 CH. 13 CH. 14
c

38.77 0.049806 0.016424 0.174105 0.035468 0.001316 -0.063196
16.95 -0.065951 -0.130501 0.123357 0.011045 -0.136397 -0.010211
-2.12 -0.155463 -0.170166 0.168389 -0.052939 -0.250147 -0.024656

Tw. The ATW values, which were obtained at three instrument from 280 to 300 K, depending on the instrument temperature

temperatures, are less than 0.2 K at most channels and will be

used in processing the AMSU-A data. The ~k factor, which

equals 1 (0) if the PRT k is determined good (bad) before

launch, will be provided for each flight model. Similarly, the

mean PRT temperatures of scene and cold targets are defined

in the same way as in (2), except without the term ATW.

The T/V calibration data were taken at three instrument

temperatures, at each of which, the scene target was sequenced

through six temperatures 84, 130, 180, 230, 280, and 330

K, respectively. The cold target was kept at 84 K, but the

temperature of the internal blackbody target varies passively

which is in the range of –2° to 38° C (see Table IV). At

each of the scene target temperatures, calibration data were

taken for a large number of scans to assure an effective

temperature sensitivity less than 0.03 K. The number of scans

required depends upon the expected NEAT of channel 14

(which has the largest NEAT) and is therefore a function of

the scene target temperature. Actual numbers of scans taken at

individual temperatures are given in Table I. The uncertainties

in knowledge of brightness temperatures and measurement

errors [6], which were estimated by the instrument contractor,

are listed in Table 11.
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Antenna beamwidths at all channels were also measured

and the values are listed in Table III. One should note that

beamwidths at the channels 3–6 and 15 exceed the 3.3° + 10%

(i.e., 2.97° – 3.63°) specification. The largest deviation occurs

at channel 15 and its measured value is 3.80°. Therefore,

the surface resolution will be proportionally larger than the

originally specified 48 km at nadir assuming a nominal orbit

height of 830 km. Antenna beam efficiency at each channel

frequency is 95% (or larger) and the measured values are listed

in Table III.

III. CALIBRATION ALGORITHM

In this study, radiometric measurements and variables re-

lated to the calibration process are given in radiance with

dimension of mW/(m2-sr-cm-1), instead of temperature.

This is necessary because all other instruments flown on

NOAA satellites produce products in radiance. Conversion

between brightness temperature and radiance was performed

using the full Planck function. The Rayleigh–Jeans approxi-

mation is inaccurate as the temperature approaches the space

cosmic background temperature 2.73 K, in addition to a

frequency-dependent offset [7].

For each scan, the blackbody radiometric counts CW are the

averages of two samples of the internal blackbody. Similarly,

the space radiometric counts C’. are the average of two samples

of the space target. To reduce noise in the calibrations, the C’z

(where r = w or c) for each scan line were convoluted over

several neighboring scan lines according to a weight function

where ti (when z # O) represents time of the scan lines just

before or after the current scan line. The time of the current

scan line is to and one can write ti = to+ i At, where At = 8

seconds. The 2n + 1 values of ti are equally distributed about

the scan line to be calibrated. Following the AMSU calibration

algorithm [5], [8] the value of n = 3 is chosen for all AMSU-A

antenna systems.

The calibration algorithm developed in [5], which takes into

account the nonlinear contributions due to an imperfect square-

law detector, convert scene counts to scene radiances. The

same calibration algorithm is used in this study to obtain the

scene radiance R., given by

‘S=RW+(RW-RJ($3+Q m,::m-1
(4)

where RW and Rc are the radiances computed from the PRT

blackbody temperature TW and the PRT cold target temperature

TC, respectively, using the Planck function. The Cs is the

radiometric count from the scene (Earth) target. The averaged

blackbody and space counts, CW and Cc, me defined by (3).

The quantity Q, which represents the quadratic contribution,

is given by [5]

Q= U(RW- RC)Z (CS- ~)(cs -a)
(~ -q’

(5)

where u is a free parameter, values of which are determined at

three instrument temperatures (low, nominal, and high). The

u values at other instrument temperatures will be interpolated

from these three values. For channels 9-14 (AMSU-A1-1),

two sets of the u parameters are provided; one set is for the

primary PLLO#l and the other one for the secondaxy PLLO#2.

It should be noted that the ratios in (4) and (5) will eliminate

(or reduce) the effect of any channel gain variation on Rs. The

gain, G, of a channel is defined as

cw–~ Count . (m’-sr-cm-l)

‘= Rw– Rc’
(6)

mW

The quantity G varies with instrument temperature and

remains approximately constant for a fixed instrument temper-

ature. The first two terms in (4) constitute a linear two-point

calibration equation, if the quadratic term is negligible. Let

R~L denote these two terms

(CAR.L=RW+(RW– RC) ~_~ ,
mW

c m2 -sr-cm– 1 “

(7)

We first calculate the radiometric scene radiances R~L from

the T/V chamber test data, using this two-point calibration

equation. The results are given in Section IV.

IV. RESULTS

A. Calibration Accuracy

The “calibration accuracy,” AR, is defined as the difference

between the PRT scene radiance (temperature) and the radio-

metric scene radiance (brightness temperature) with measured

target emissivity of wO.9999. It is calculated from

N

AR= ; ~ (Rsprt – RsL)i (8)

- ‘kl

where N is the number of scans at individual scene tempera-

tures (IV = 120 for AMSU-A2 channels but ranging from 400

to 900 for AMSU-A1 channels).

Equation (7) would be a good representation of the mi-

crowave radiometric scene radiance from a perfect square-law

detector. Any deviation of the quantity R~L from the PRT

measured scene radiance Rsp,t may indicate the presence of

either nonlinearity in the system or some contamination of

the calibration data from the T/V chamber. Fig. 1 shows the

calculated calibration accuracies versus the PRT scene radi-

ances (R,p,t ) for channels 1 through 15. The quantities along

the ordinates on the left-hand side of these plots represent

the calculated AR values from (8), while the corresponding

differences in temperature, AT (K), are shown on the right-

hand side. The PRT scene temperatures, T~p,t, ranging from

84 K (which is also the temperature of the cold target) to
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Fig. 1. Calibration accuracies AR versus PRT scene radiances at three instrument temperatures. The corresponding values in brightness temperature AT

are labeled at the right-hand sides and the PRT scene temperatures we shown on the top. Note that the patterns of curves at the vertically polarized cbrmnels

(lJI, 7 and 15) differ from the ones of other channels, which are horizontally polarized.

330 K, are displayed on the upper abscissas. The specification

of AMSU-A instruments is required to be AT < 2.0 K for

channels 1, 2, and 15, and AT < 1.5 K for all other channels.

The results in Fig. 1 show that the specifications are met at

all channels.

It is interesting to note that the plots in Fig. 1 appear in

two different patterns. Those at the channels 1-4, 7, and

15 show little (or very small) AR values at the lower end

of the PRT scene radiance (which corresponds to the cold

target temperature 84 K), while the remaining channels (5, 6,

and 8–14) have relatively large AR values or “cold biases,”

which can be up to 0.5 K in most channels. The former group

of channels all have vertical polarizations (at nadir) and the

latter have horizontal polarizations. The magnitudes of these
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biases are similar to (actually smaller than) those observed in

other spaceborne radiometer programs [9]–[ 10]. The impacts

of these calibration errors on the data utility can be estimated

from the plots in Fig. 1. Atmospheric brightness temperatures

sensed by the channels 5, 6, and 9–14 will be in the range of

200–280 K [9]. The results in Fig. 1 show that the maximum

error above 200 K at the nominal instrument temperature, as

represented by the open circles, is about 0.2 K; but in most

cases, it is less than this as the PRT temperature increases.

Most of these errors will be compensated by the nonlinearity

corrections, as discussed below. Further discussion of these

biases is given in Section V.

B. Nonlinearity

The residual patterns at channels 4 and 15 (Fig. 1) show

clearly the nonlinearity forms which can be represented by the

quadratic formula Q defined in (5). Patterns at other channels

are not so obvious because of the presence of cold biases.

The nonlinearity of a channel is normally obtained from the

residuals of a least-squares fit of the PRT scene radiances as

a linear function of the radiances RsL. The nonlinearity are

obtained from the differences between R~Prt and the best-fit

results from a linear equation in the form LinearFit = a+ 15R,L

(where a and b are the intercept and slope). These residuals,

which are denoted by Q = (R~Prt – LinearFit ), are shown

in Fig. 2. The largest (absolute) Q value on each curve is

defined as its nonlinearity.

The plots in Fig. 2 show the measured nonlinearities be-

tween 84 and 330 K. One can see that the maximum (absolute)

Q values are about 0.1 K, which can be observed at channels

1, 4, 6, 9, 10, 11, 13, 14, and 15, respectively. The AMSU-A

specification is required to have Q <0.5 K for channels 1, 2,

and 15; and Q < 0.375 K for other channels. The results in

Fig. 2 show that the specifications are met at all channels.

Most of the curves in Fig. 2 have two roots and can be

easily fitted by a quadratic equation, which can be written in

the form

Q = u(RS - RI)(Rs - Rz) (9)

where RI and Rz represent the two roots. One can obtain

a similar equation from (5) by replacing the counts by its

individual radiances, since the radiometric counts are propor-

tional to radiances in a first-order approximation. The resultant

equation represents a different straight line intersecting the

same curve at RW and Rc (corresponding to the internal

blackbody temperature TW and the cold target temperature

Tc = 84 K, respectively). Once the parameter u is determined,

it can be used with any pair of roots to calculate Q. In the case

of in-orbit data, the two roots will be located at TC = 2.73 K

and TW = 300 K, respectively. We applied (9) to fit the

quadratic curves in Fig. 2 and obtained the u values (with

the two roots extracted from each plot). Table IV gives the

best-fit u values at three instrument temperatures, at which

the cycles of data were collected. The u values for channels

9–14 were obtained for both PLLO#l and PLLO#2.

C. Simulation of Quadratic Corrections to Space Data

Once the u values are determined, (9) can be used to

simulate the nonlinearities between 2.73 and 300 K, which

is the range of in-orbit data. This can be accomplished by

replacing the roots RI and R2 with the radiances Rz.?s and Rw

(corresponding to TC = 2.73 K and TW = 300 K, respectively)

and (9) becomes

Q= u(R. – R2.73)(R6 – RW). (lo)

The simulated Q values from (10) are shown in Fig. 3 for

all channels at three instrument temperatures. These simulated

nonlinearity curves have Q = O at the calibration reference

points corresponding to TC = 2.73 K and TW, but the plots in

Fig. 3 stop at 84 K, below which there are no data. One should

note the differences between the results shown in Figs. 2 and 3.

This is expected because the factor (R.–RZ,?S) in (10) is much

larger than the corresponding one in (9). Fig. 3 shows that

there are little nonlinearities at channels 5 and 8 and that a very

small magnitude of contribution (NO.02 K) appears in channel

3. Noticeable quadratic contributions appear at other channels.

The largest one occurs at channel 15 and has a magnitude

of 0.3 K at the high instrument temperature 38.09°C. Also,

channels 4, 6, 10, 11, 12, 13, and 14 have nonlinearities with

magnitude between 0.1 and 0.2 K, while the remaining ones

are less than 0.1 K.

D. Temperature Sensitivity

The temperature sensitivity (or NEAT) requirements for

AMSU-A channels are listed in Table III. It is defined as the

minimum change of scene brightness temperature that can be

detected. In practice, it is calculated as the standard deviation

of the radiometer output (in K), when an antenna system is

viewing a scene target at 300 K. These calculated NEAT

values (see Table III) correspond to a scene temperature of

305 K, because they are the mean values of two measurements

taken at the scene target temperatures of 280 K and 330 K,

respectively (no calibration data were taken at 300 K).

V. CONCLUSION AND DISCUSSION

We have analyzed the T/V chamber calibration data from

the AMSU-A2 PFM and AMSU-A1 FM1, both of which will

be flown on NOAA-K. The results show that both models meet

the instrument specification in calibration accuracy, nonlinear-

ity, and temperature sensitivity. However, the 3-dB antenna

beamwidths at the AMSU-A1 channels slightly exceed the

specification limits of 3.3° + 10%.

The existence of nonlinearity is shown in most of the chan-

nels. We developed a quadratic formula for modeling these

nonlinear contributions, which were characterized by a single

parameter U. The u values at three instrument temperatures

were obtained for individual channels using a least-square fit

method. Using the best-fit u values, we performed a series

of simulations of the quadratic corrections which would be

expected from in-orbit data after the launch of AMSU-A

on NOAA-K. In the simulations, the cold space radiance
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fig. 2. Measured nonlinearities between 84 and 330 K. The largest (absolute) Q value on each curve is defined as the measured nonlinemity. The specifications
are required to be Q < 0.5 K for channels 1, 2, and 15, and Q < 0.375 K for other channels.

corresponding to the cosmic background temperature 2.73 K

was adopted as one of the two reference calibration points (the

other reference point is at the internal blackbody temperature

‘TW). The largest nonlinear correction is about 0.3 K, which

occurs at channel 15 when the instrument temperature is at

38.09”C. Others me less than 0.2 K.

In general, the qualities of the T/V chamber test data from

both AMSU-A2 PFM and AMSU-A1 FM1 are quite good.

Particularly, the instrument temperatures were all stabilized

at preselected values with total variation less than +0.5 K

during each test cycle. This renders the measured instrument

nonlinearities more reliable and the results from this study

confirm the high quality of the AMSU-A instruments for

NOAA-K.

It was found that the calibration accuracies are polarization-

dependent. Channels with vertical polarizations show little
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Fig. 3. Simulated nonlinetities from (10). These wonld be expected from in-orbit data after the launch of AMSU-A on NOAA-K.

cold biases at the cold and scene target temperature 84 K, while

those with horizontal polarizations all have appreciable cold

biases, which can be up to 0.6 K. This polarization dependence

of the calibration accuracy is an interesting but peculiar

phenomena of the calibration data. At the present time, it

is not well understood how these polarization-dependent cold

biases originate. However, there are some trends which may

provide us with some clues. The cold biases from channels

with horizontal polarization are all negative. This implies [see

(8)] that excess radiances are received in the horizontally

polarized channels. These excess radiance is polarization-

dependent, therefore, it can not be due to thermal energy from

the T/V chamber surroundings or sidelobe contamination, both

of which would affect the two polarizations equally. Also,

the effect can not be attributed to a target defect or PRT

temperature anomaly since both vertically and horizontally
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polarized channels share same targets. Based on these facts,

the AMSU-A manufacturer suggests that a likely source for

the observed cold biases is due to some low-level coherent

microwave radiation leakage from the instrument itself. Such

type of energy would be polarization sensitive and it has a

larger effect at cooler target temperatures, where the ratio

of leakage power to that of radiometer is larger [6]. From

a scientific point of view, it is highly desirable to find the

source of the biases, but it would require a major effort by the

instrument builder to accomplish this.

Comparing to the currently operational Microwave Sound-

ing Unit (MSU) on the NOAA POES [9], the new AMSU-A

instruments will provide greatly improved accuracy in re-

trievals of atmospheric temperature profiles. In accompanying

each AMSU-A, there is also an AMSU-B, which has 5

channels with frequencies at 89, 150, and 183–190 GHz [10].

AMSU-B, which is provided by the U. K. Meteorological

Office, is for humidity sounding and has been described

elsewhere [1 O]. The results presented in this study should be

useful to those who want to understand the AMSU-A data.

APPENDIX A

SYSTEM DESCRIPTION OF AMSU-A

The detailed description of AMSU-A system can be found in

various Aerojets reports and only a brief summary (taken from

these reports) is given in this appendix. The basic operation

of AMSU-A1 and -A2 modules is very similar. Each module

is configured in the same fashion, and consists of antenna,

electronics (receiver and signal processor), mechanical, and

thermal assemblies.

The cross-track scanning of the antenna system is accom-

plished in a stepped fashion with a dwell of 165 msec for

AMSU-A1 and 158 msec for AMSU-A2 at each of the 30

Earth viewing positions and a 370-msec dwell at the cold and

warm calibration positions, where two samples are collected,

respectively. Stepping of the antenna is accomplished in a

rapid-step fashion and a complete revolution of the antenna

is completed in 8 seconds. Each antenna system is configured

with a shrouded parabolic reflector assembly that is fed with

a wideband conical horn to provide a high-efficiency beam.

A closed-path calibration system provides a guided path to

the calibration source without introducing extraneous signals.

The radiometer is calibrated every 8 seconds by viewing a

blackbody target at N290 K and the 3 K comic background

radiation (in the TN chamber test, the latter was simulated by

a 84 K cold target).

Each receiver is a total power, superheterodyne configura-

tion that uses a combination of Gunn diode cavity-stabilized

and phase-locked loop, crystal derived oscillators to provide

channel frequency stability. Following RF, the mixers and

oscillators translate RF frequencies to intermediate frequen-

cies (IF). Predetection gain and passband characteristics are

achieved by low-noise IF amplifiers and bandpass filters.

Channel center frequency stabilization is provided by invar

cavity stabilization of the Gunn diode oscillators. A Gunn

oscillator phase-locked to the harmonic of a crystal provides

the frequency stability required in Channels 9 through 14.

Square law detectors convert receiver output power to a

dc voltage equivalent of temperature. The signal is further

amplified in video amplifiers and integrate-and-dump (ID)

filters. The A/D convertor digitizes the ID filter outputs. A

microcomputer transfers data from the A/D convertor to the

spacecraft.

APPENDIX B

POLYNOMIAL COEFFICIENTS FOR CONVERTING

PRT COUNTS INTO TEMPERATURES

The two-step process for deriving the PRT temperatures

from PRT counts ck is briefly described here. First the ck

from each PRT is converted into to resistance rt (in ohms)

by a polynomial

where the coefficients A, for individual PRT’s and temperature

sensors were provided by Aerojet. Once the resistance rt is

known, one can calculate the PRT temperature t (in Celsius)

from the Van Dusen equation [3], which is given by

rt —

rO

l+a~-ti(&-l)(&)-i?(&-l)(&J3]
(B2)

where

rt = resistance (in ohms) at temperature t (0 C) of the

blackbody target

rO = resistance at t = 0° C (supplied by the manufac-

turer via Aerojet)

fl=O for t > O“C, and 0.11 fort <0°

a and 6 are constants provided by the manufacturer.

Calculation shows that the error is negligible by setting

P = O in (B2). In such case, one can solve the quadratic
equation for t in terms of rt. Then the PRT temperature in

degree Kelvin is obtained from t + 273.15. By this way,

datasets of PRT temperatures as a function of counts for

individual PRT’s are computed. Then (1) is applied to fit

these datasets for obtaining the polynomial coefficients fkj for

individual PRT’s and housekeeping sensors. Test calculations

show that these polynomials are highly accurate (with errors

in the order of 0.001 K) in reproducing temperatures of PRT’s

and sensors.
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management of the AMSU-A Program. Aerojet is the primary [7]

AMSU-A contractor for building the instruments and its test

reports provided us with vahtable information. [8]
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